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The Scientific Method
http://idea.ucr.edu/documents/flash/scientific_method/story.htm

(Garland, 2015)
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t statistic for 2 iid (independent, identically distributed) samples



Hypothesis Testing

Important logical question: 

Does failure to reject the null mean the null is true?


